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Recent Progress on Transformer & SSL

1. Vision 
1. ViT, ICLR’21 
2. DINO, ICCV’21 
3. MoCo-v3, ArXiv’21 
4. BEiT, ICLR’22 
5. MAE, CVPR’22 

2. Graphs & Molecules 
3. Tabular Data
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ViT: An Image is Worth 16x16 Words: Transformers 
for Image Recognition at Scale, ICLR'21
Link


Scope of this paper:

• Previously:


• Attention is applied in conjunction with CNN.

• Attention is used to replace certain components of CNN.


• This work:

• Pure Transformer is possible.
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https://arxiv.org/abs/2010.11929


ViT: An Image is Worth 16x16 Words: Transformers 
for Image Recognition at Scale, ICLR'21
Vision Transformer (ViT)

Three key steps:

1. Split an image into sequence of flattened patches

2. Add patch embeddings and position embeddings

3. Feed into Transformer
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ViT: An Image is Worth 16x16 Words: Transformers 
for Image Recognition at Scale, ICLR'21
Vision Transformer (ViT)

Three key steps:

1. Split an image into sequence of flattened patches

2. Add patch embeddings and position embeddings

3. Feed into Transformer


Pros:

1. Comparative performance

2. Computationally efficient


Cons:

1. Unstable training
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ViT: An Image is Worth 16x16 Words: Transformers 
for Image Recognition at Scale, ICLR'21
Observations:

1. ViT is worse on mid-sized dataset (with CNN)

2. ViT can reach or beat SOTA on larger-sized dataset
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ViT: An Image is Worth 16x16 Words: Transformers 
for Image Recognition at Scale, ICLR'21
Observations:

1. ViT is worse on mid-sized dataset (with CNN)

2. ViT can reach or beat SOTA on larger-sized dataset


Conjectures:

1. CNN inherently possess inductive biases

(locality and translation equivalence).

2. Transformer lacks these inductive biases,

thus generalizes poorly.
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ViT: An Image is Worth 16x16 Words: Transformers 
for Image Recognition at Scale, ICLR'21
A more recent work on image representation ConvNeXt [1].


[1] Liu, Zhuang, et al. "A ConvNet for the 2020s." arXiv preprint arXiv:2201.03545 (2022).
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ViT: An Image is Worth 16x16 Words: Transformers 
for Image Recognition at Scale, ICLR'21
SSL: Masked patch prediction

• Inputs: masked/corrupted patches


• Replace embeddings with [mask] embedding (80%)

• Replace with a random other patch embedding (10%)

• Keep them as is (10%)
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ViT: An Image is Worth 16x16 Words: Transformers 
for Image Recognition at Scale, ICLR'21
SSL: Masked patch prediction

• Inputs: masked/corrupted patches


• Replace embeddings with [mask] embedding (80%)

• Replace with a random other patch embedding (10%)

• Keep them as is (10%)


• Outputs, three options:

• Mean of the raw patches (only report this one) 
• 4*4 downsized version of the 16*16 patches

• Regression on the full patch with L2


• slightly worse, which seems to conflict with MAE

• main difference: decoder
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DINO: Emerging Properties in Self-Supervised 
Vision Transformers, ICCV’21
Link


Scope of this paper:

• In NLP, the success of Transformers comes from SSL pre-training, like BERT or 

GPT

• This work studies ViT in SSL pre-training
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https://openaccess.thecvf.com/content/ICCV2021/papers/Caron_Emerging_Properties_in_Self-Supervised_Vision_Transformers_ICCV_2021_paper.pdf


DINO: Emerging Properties in Self-Supervised 
Vision Transformers, ICCV’21
DINO: self-distillation with no labels

is essentially BYOL, wrapped in teacher-student framework


Local and global views use cropping for each image:

• Global view:

• Large resolution covering a large area (>50%) of original image

• To teacher network


• Local view:

• Small resolution covering a small area (<50%) of original image

• To student network
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DINO: Emerging Properties in Self-Supervised 
Vision Transformers, ICCV’21
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SG: Stop-Gradient 
EMA: Exponential Moving Average θt = λθt + (1 − λ)θs



DINO: Emerging Properties in Self-Supervised 
Vision Transformers, ICCV’21
Observations:

• SSL ViT features/embeddings explicitly contain the scene layout and object 

boundaries.


• SSL ViT features/embeddings perform particularly well with k-NN w/o fine-
tuning, linear classifier nor data augmentation, achieving 78.3% top-1 acc on 
ImageNet.
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MoCo-v3: An Empirical Study of Training Self-
Supervised Vision Transformers, ArXiv’21
Link


Scope of this paper:

• Not a novel method.

• A straightforward, incremental, yet must-known baseline: contrastive SSL for ViT
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https://arxiv.org/abs/2104.02057


MoCo-v3: An Empirical Study of Training Self-
Supervised Vision Transformers, ArXiv’21
Contrastive SSL using ViT:

1. Take two augmentations for each image as two views

2. ViT as encoder

3. Train with InfoNCE 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MoCo-v3: An Empirical Study of Training Self-
Supervised Vision Transformers, ArXiv’21
Contrastive SSL using ViT:

1. Take two augmentations for each image as two views

2. ViT as encoder

3. Train with InfoNCE 

Other details:


• Use two encoders for two views:     and  


• SGD to update 


• EMA to update :   

fq fk
fq
fk fk = m ⋅ fk + (1 − m) ⋅ fq
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Encoder Momentum 
Encoder



BEiT: BERT Pre-Training of Image Transformers, 
ICLR’22
Link


Scope of this paper:

A SSL method on ViT
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https://arxiv.org/abs/2106.08254


BEiT: BERT Pre-Training of Image Transformers, 
ICLR’22
Two views for each image:

• image patches

• visual tokens: tokenize the image into discrete visual tokens, by the latent of the 

discrete VAE (given/well-trained)


Prediction task: (no motivation/intuition)

• reconstruct the visual tokens, instead of raw pixels of masked patches
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BEiT: BERT Pre-Training of Image Transformers, 
ICLR’22
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Masked Autoencoders Are Scalable Vision 
Learners, CVPR’22
Link


Scope of this paper:

1. Masked autoencoding

2. Insights of comparison between

images and languages.
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https://arxiv.org/abs/2111.06377


Masked Autoencoders Are Scalable Vision 
Learners, CVPR’22
Question: what makes masked autoencoding different between vision and 
language?
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Masked Autoencoders Are Scalable Vision 
Learners, CVPR’22
From following perspectives:

• Architectures are different.


• In NLP, Transformer has been the dominant model.

• In vision, CNN were dominant over the last decade.

• —> this architecture gap has been addressed by ViT
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Masked Autoencoders Are Scalable Vision 
Learners, CVPR’22
From following perspectives:

• Architectures are different.


• In NLP, Transformer has been the dominant model.

• In vision, CNN were dominant over the last decade.

• —> this architecture gap has been addressed by ViT.


• Information density is different between language and vision.

• In NLP, languages are highly semantic and information-dense.

• In vision, images are natural signals with heavy spatial redundancy.

• —> high masking ratio: reduce redundancy and makes pre-text tasks more challenging.
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Masked Autoencoders Are Scalable Vision 
Learners, CVPR’22
From following perspectives:

• Architectures are different.


• In NLP, Transformer has been the dominant model.

• In vision, CNN were dominant over the last decade.

• —> this architecture gap has been addressed by ViT.


• Information density is different between language and vision.

• In NLP, languages are highly semantic and information-dense.

• In vision, images are natural signals with heavy spatial redundancy.

• —> high masking ratio: reduce redundancy and makes pre-text tasks more challenging.


• The antoencoder’s decoder plays a different role between reconstructing text and images.

• In vision, the decoder reconstructs pixels — output is of a lower semantic level than common recognition tasks.

• In NLP, the decoder reconstructs missing words — contain rich semantic information.

• —> in vision, the decoder is more important; while in NLP, the decoder can be trivial (as MLP).


• MAE decoder has another series of Transformer blocks, and only used during SSL pre-training.
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Masked Autoencoders Are Scalable Vision 
Learners, CVPR’22
Results on ImageNet-1K.
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Summary
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View Construction SSL Objective Contrastive or Generative

ViT

(SSL part)

Masked patches

Mean of patches Reconstruction to the mean of patches Generative

DINO Global: larger patch

Local: smaller patch Teacher-student (BYOL) Generative

MoCo-v3 Two random augmentations as two views InfoNCE Contrastive

BEiT Masked patches

Visual Tokens: latent from discrete VAE Reconstruction to visual tokens Generative

MAE Masked patches

Raw patches Reconstruction to raw patches Generative



Recent Progress on Transformer & SSL

1. Vision 
2. Graphs & Molecules 

1. Graphormer, NeurIPS’21 
2. Keep it Simple, ArXiv’21 
3. ChemBERTa: Large-Scale Self-Supervised Pretraining for Molecular 

Property Prediction, NeurIPS’20 ML4M Workshop 
3. Tabular Data
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Graphormer: Do Transformers Really Perform 
Bad for Graph Representation?, NeurIPS’21
Link


Scope of this paper:

A GNN algorithm.
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https://arxiv.org/abs/2106.05234


Graphormer: Do Transformers Really Perform 
Bad for Graph Representation?, NeurIPS’21
Three key components claimed in this paper:

1. Centrality Encoding

2. Spatial Encoding

3. Edge Encoding in the Attention
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Graphormer: Do Transformers Really Perform 
Bad for Graph Representation?, NeurIPS’21
1. Centrality Encoding


• Node centrality measures how important a node is in the graph.

• Should be added into the model.

• Degree as node centrality, and should be added into the node feature. (But 

most of the existing GNN models already done this?)
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Graphormer: Do Transformers Really Perform 
Bad for Graph Representation?, NeurIPS’21
2. Spatial Encoding


• Embed node pairwise spatial information.

• Use 2D topology graph distance, i.e., shortest path distance.

• Assign each output a learnable scalar, which serves as a bias term in self-

attention module.
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Graphormer: Do Transformers Really Perform 
Bad for Graph Representation?, NeurIPS’21
3. Edge Encoding in the Attention


• For each node pair, find a shortest path.

• Path encoding: the average of the dot-products of the edge feature and a 

learnable embedding along the path.
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Graphormer: Do Transformers Really Perform 
Bad for Graph Representation?, NeurIPS’21
Results need benchmarking.

(PCBA & HIV results are using pre-training.)
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RF + Fingerprints: 80.60



Graphormer in PCQM4M:

FIRST PLACE SOLUTION OF KDD CUP 2021 & OGB LARGE-
SCALE CHALLENGE GRAPH PREDICTION TRACK
Key differences:

1. An ensemble of Graphormer & ExpC

2. For featurization: use 3D euclidean distance instead 2D topology distance in 
Graphormer.
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Graphormer: FIRST PLACE SOLUTION OF KDD CUP 2021 & 
OGB LARGE-SCALE CHALLENGE GRAPH PREDICTION 
TRACK

1. For spatial encoding:

Use RBF on the Euclidean distance as 


2. For path encoding:

ϕ(vi, vj)
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Keeping it Simple: Language Models can learn 
Complex Molecular Distributions, ArXiv’21
Link


Scope of this paper:

Re-exploration of RNN (2-layer LSTM) + string representation: SMILES & SELFIES
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https://arxiv.org/abs/2112.03041


Keeping it Simple: Language Models can learn 
Complex Molecular Distributions, ArXiv’21
Link


Scope of this paper:

Re-exploration of RNN (2-layer LSTM) + string representation: SMILES & SELFIES


Comparable with JTVAE & CGVAE.
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https://arxiv.org/abs/2112.03041


ChemBERTa: Large-Scale Self-Supervised 
Pretraining for Molecular Property Prediction
Link


Input: SMIELS or SELFIES (similar performance)

Backbone model: ChemBERTa, built on RoBERTa [1]

Pre-training task: masked language model (MLM)


[1] Liu, Yinhan, et al. "Roberta: A robustly optimized bert pretraining approach." arXiv preprint arXiv:1907.11692 (2019).
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w/ SSL

w/o SSL

https://arxiv.org/abs/2010.09885


Recent Progress on Transformer & SSL

1. Vision 
2. Graphs & Molecules 
3. Tabular Data 

1. TabNet, ArXiv’19 / AAAI’21 
2. TabTransformer, ArXiv’20 
3. VIME (Value Imputation and Mask Estimation), NeurIPS’20
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Tabular Data

Problem formulation:
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TabNet, AAAI’21
Link


Scope of this paper:

• High-level pipeline for supervised learning

• High-level pipeline for self-supervised learning

• Model architecture

https://arxiv.org/pdf/1908.07442.pdf


TabNet, AAAI’21
• Supervised learning: decision tree (DT)-like classification using DNN.

• Or, using DNN for the decision making in DT-like algorithm (instead of the entropy, etc.)

• End-to-end learning

• Explicit representation

• Larger model capacity


• An example:



TabNet, AAAI’21
• Self-supervised learning: masked auto-encoding.



TabNet, AAAI’21
• Fig (b) is for SSL only.

• The transformer here is not the Transformer

• Feature transformer

• Attentive transformer (mask)



TabTransformer, ArXiv’20
Link


Scope of this paper:

• Model architecture

• Supervised learning

• Self-supervised learning

https://arxiv.org/pdf/2012.06678.pdf


TabTransformer, ArXiv’20
• Two key components:

• Transformer

• Column embedding for categorical feature

for -th column, the -th categorical value,

embedding is 

i j
eϕi

( j) = [cϕi
, wϕij

]



TabTransformer, ArXiv’20
• Supervised learning


• Self-supervised learning: explore 2 methods

1. Masked auto-encoding / Masked language modeling (MLM)

2. Replaced token detection (RTD)



VIME, NeurIPS’20
Link


Scope of this paper:

• Self-supervised learning

• Semi-supervised learning

https://vanderschaar-lab.com/papers/NeurIPS2020_VIME.pdf


VIME, NeurIPS’20
• Self-supervised learning

MAE/ MLM

RTD



VIME, NeurIPS’20
• Semi-supervised learning



Conclusion

• Transformer has been advancing from NLP to many different fields: vision, graph 
applications, tabular data, etc.


• Self-supervised learning, on the other hand, provides a powerful yet model-
agnostic framework for unsupervised representation learning.
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